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Abstract: 

This work proposes an open-ended, free-form task 
called Visual Question Answering (VQA). The aim for 
a natural language query regarding the image and a 
supplied image is to offer an appropriate response in 
natural language.  Answers and questions remain 
open-ended to reflect real-world situations such as 
helping the blind. In the various area of an image 
Visual questions selectively target such as underlying 
context and background details. Because of this, a 
system that excels at visual quality assurance (VQA) 
usually requires an in-depth knowledge of the image 
and more advanced reasoning than a system that 
generates generic image descriptions. Furthermore, 
since many open-ended responses are limited to a few 
words or a restricted set of responses that may be given 
in a multiple-choice style, VQA is accessible to 
computer evaluation. In this project you ask to use 
ROBERTA model to extract features from questions 
and answers and then apply BEIT model to extract 
features from the images. Both features should be 
fusion in multi-modal to answer for given question and 
images. To train multi modal you ask to use VQA 2.0 
dataset.  
Keywords: BEIT, ROBERTA model, VQA.  

I. INTRODUCTION  

 Visual Question Answering (VQA) has 
emerged as a result of the convergence of computer 
vision and natural language processing. The goal of 
Visual Question Answering is to enable machines 
to understand and react to queries about images or 
videos in order to reduce the comprehension gap 
between language and visual perception. 

 
 This interdisciplinary approach has far-

reaching implications, from enhancing accessibility 
for visually impaired individuals to enabling 
advanced human-computer interaction in various 
applications. 

 
In this paper, we leverage state-of-the-art 

models to tackle the VQA task, combining the 
power of language understanding provided by the 
ROBERTA model with the visual understanding 
capabilities of the BEIT model. While many 
questions have a straightforward "yes" or "no" 

response, figuring out the right response is usually 
far from simple. Furthermore, since inquiries 
pertaining to images frequently ask specific 
questions, one- to three-word answers work well 
for a lot of questions. In these kinds of situations, 
counting how many questions a suggested 
algorithm properly answers makes it simple to 
assess. The multiple-choice task just asks an 
algorithm to select an answer from a predetermined 
list of options, in contrast to the open-answer 
assignment, requiring for a free-form response. 

 

 

Fig1.1: Examples of free-form, open-ended 
questions collected for images  

In this project, we aim to leverage advanced 
deep learning models, specifically the ROBERTA 
model for question and answer understanding and 
the BEIT (BERT for Image Text) model for visual 
feature extraction, to create a powerful VQA 
system. In this project you ask to use ROBERTA 
model to extract features from questions and 
answers and then apply BEIT model to extract 
features from the images. Both features should be 
fusion in multi-modal to answer for given question 
and images. To train multi modal you ask to use 
VQA 2.0 dataset and we used same dataset to train 
above model. 
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In order to facilitate research focused solely on 
the high-level reasoning needed for VQA, we 
gathered a new dataset of "realistic" abstract 
settings, eliminating the need to parse actual 
images. Each image or scene prompted three 
questions to be answered. Ten individuals 
responded to each question, including their level of 
confidence. 

Even if there are numerous advantages to using 
open-ended questions, it's still helpful to know 
what kinds of questions are asked and what kinds 
of answers different algorithms might be able to 
provide. In order to achieve this, we examine the 
different kinds of queries posed and responses 
given 

We illustrate the amazing diversity of the 
questions posed using a number of images. We also 
investigate the ways in which questions and 
responses differ from image captions in terms of 
information content. We provide multiple methods 
for baselines that combine text and cutting-edge 
visual characteristics [23]. We will host an annual 
challenge and related workshop as part of the VQA 
project to talk about cutting edge techniques and 
industry best practices. 

II. LITERATURE SURVEY  

 VQA is a difficult job that is gaining interest 
from the NLP and computer vision sectors. To 
determine the proper response given a image and a 
natural language question, one must use general 
knowledge and reasoning skills to analyse the 
image's visual components. We compare 
contemporary methods to the problem in order to 
assess the state of the art in the first section of our 
survey. We categorise techniques based on how 
they link the textual and visual modes. Specifically, 
we study the widely used method of mapping 
queries and images to a common feature space by 
fusing convolutional and recurrent neural networks. 
We also discuss modular and memory-augmented 
architectures for structured knowledge base 
interfaces. We examine the datasets that are 
accessible for VQA system evaluation and training 
in the second section of our investigation. There are 
questions at different levels of complexity in each 
of the datatsets, requiring different kinds of 
thinking and talents. We thoroughly review the 
question/answer pairs from the Visual Genome 

project and assess how useful the structured 
annotations of scene graph-based images are for 
VQA.   [1]  

An algorithm must respond to text-based 
inquiries concerning images in VQA. Many 
algorithms have been presented and further datasets 
have been released since the initial VQA dataset 
was made available in 2014. We do a critical 
analysis of the state of VQA at the moment, taking 
into account the phrasing of problems, available 
datasets, evaluation metrics, and algorithms. 
Specifically, we address the shortcomings of 
existing datasets in terms of their suitability for 
appropriately training and evaluating VQA 
algorithms. Next, we thoroughly examine all 
currently available VQA algorithms. Lastly, we 
discuss about potential future paths for image 
understanding and VQA research.   [2]  

In the fields of NLP and computer vision, 
VQA has attracted a lot of interest, in part because 
it provides insight into the connections between 
two crucial information sources. Existing datasets 
and the models constructed from them have 
concentrated on answering questions that can be 
resolved by analysing the query and image 
separately. Although somewhat small, the set of 
such questions that can be answered without the 
need for outside information is intriguing. It does 
not include questions that, for example, call for the 
application of common sense or fundamental 
factual knowledge. Here, we present FVQA (Fact-
based VQA), a VQA dataset that necessitates and 
encourages considerably more in-depth analysis. 
The majority of the questions in FVQA require 
outside data to be answered.[3] 

  An algorithm is required to respond to 
text-based questions concerning visuals in visual 
question answering (VQA). Since late 2014, 
several datasets for VQA have been 
developed; they are all flawed, both in terms of 
content and algorithmic evaluation. Consequently, 
evaluation ratings are inflated and mostly based on 
answering simpler questions, which makes 
comparing various approaches challenging. In this 
study, we use a new dataset, the Task Driven Image 
Understanding Challenge (TDIUC), comprising 
over 1.6 million questions categorised into 12 
categories, to analyse existing VQA algorithms. In 
order to offset the prevalence of certain question 
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categories, we suggest novel assessment schemes 
that facilitate the analysis of algorithms' advantages 
and disadvantages. We compare the effectiveness 
of baseline and cutting-edge VQA models, such as 
recurrent responding units, neural module 
networks, and multi-modal compact bilinear 
pooling (MCB). [4]  
 

Natural language processing and computer 
vision are the two main research fields that have 
given visual question answering (VQA) a 
significant amount of attention. It has gained 
widespread acceptance recently as an AI-complete 
task that can replace the visual testing test. In its 
most popular form, it is a multi-modal demanding 
task where the user asks a computer a natural 
language inquiry regarding an input image and the 
computer must answer correctly. It draws a lot of 
deep learning researchers because of its amazing 
achievements in speech, text, and vision 
technologies. The present state of VQA research is 
thoroughly and critically examined in this study, 
with particular attention paid to datasets, evaluation 
criteria, and step-by-step solution approaches. 
Lastly, this study addresses future directions for 
research on each of the individual VQA 
components that were previously stated.  [5]  

We introduce a technique that selects image 
regions relevant to the text-based query in order to 
learn how to respond to visual questions. Our 
approach translates visual features and textual 
inquiries from different regions into a common 
space, where an inner product is used to compare 
them for relevancy. Our method shows notable 
advantages in addressing queries like "what room," 
where it can identify informative image portions 
selectively, and "what colour," where a specific 
place needs to be evaluated. We evaluate our model 
using the newly available VQA dataset, which 
consists of open-ended questions and replies with 
human annotations. [6]  

 
III. PROPOSED METHOD  

In this project you ask to use ROBERTA 
model to extract features from questions and 
answers and then apply BEIT model to extract 
features from the images. Both features should be 
fusion in multi-modal to answer for given question 
and images. To train multi modal you ask to use 

VQA 2.0 dataset and we used same dataset to train 
above model. 

In below screen showing code of extracting 
features from images using BEIT model 

 

Fig.3.1 Dataset 

In above screen read red colour comments to know 
about features extraction from images using BEIT 
and question features extraction using ROBERTA. 

We have designed following modules To 
implement this project, 

1) Upload VQA Dataset: using this module 
we will upload dataset to application 

2) Roberta & BEIT  Features Extraction: this 
module will extract features from image 
and text question using BERT and BEIT 

3) Split Dataset Train & Test: extracted 
features will be split in to train and test 
where application will be using 80% 
images for training and 20% for testing 

4) Train VQA Model: training images and 
questions will be input to VQA fusion 
model to train a model and this model will 
be applied on 20% test images to calculate 
prediction accuracy 

5) Answering from Test Image: using this 
module will enter some question and 
upload image to get answer for given 
image and question. 

 

 

 

 

 

Upload VQA Dataset 

Roberta & BEIT Features Extraction 

Split Dataset Train & Test 

Train VQA Model 

Answering from Test Image 
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Fig3.2  Flowchart for proposed method 

IV. RESULT  

To run project double click on ‘run.bat’ file to get 
below screen 

 

Fig.4.1 Run.bat file 

In above screen click on ‘Upload VQA Dataset’ 
button to upload dataset and then will get below 
output 

 

Fig.4.2 Upload VQA Dataset 

On the above screen, select and upload the entire 
dataset folder, then click on the ‘Select Folder’ 
button to load the dataset, and then you will get the 
below output,  

 

Fig.4.3 questions, answers and images dataset 
loaded 

In above screen questions, answers and images 
dataset loaded and now click on ‘Roberta & BEIT 
Features Extraction’ button to extract features from 
questions and image and then will get below output 

 

Fig.4.4 all text data converted to numeric BERT 
vector 

In above screen all text data converted to numeric 
BERT vector and then can see total images used to 
extract features and now click on ‘Split Dataset 
Train & Test’ button to split dataset and get below 
output 

 

Fig.4.5 Selecting images for training and testing 
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In above screen can see application using 7979 
images for training and 1995 images for testing and 
now click on ‘Run VQA model’ button to train 
model and then will get below output 

 

Fig.4.6 VQA model training completed 

In above screen VQA model training completed 
and it got accuracy as 98% and can see other 
metrics like precision, recall and FSCORE and now 
enter some and upload image to get answers 

 

Fig.4.7 downloading some sample images from 
Google 

In above screen from Google downloading some 
sample images of cup and then will upload to 
application 

 

Fig.4.8 entered some text question 

In above screen entered some text question and 
now upload image 

 

Fig.4.9 uploading image 

In above screen uploading image and then click 
‘Open’ button to get below answer 

 

Fig.4.10 got answer as ‘cup’ 

In above screen got answer as ‘cup’ which is 
showing in red colour text and below is another 
example. Now from Google downloading another 
sample showing in below screen 
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Fig.4.11 question and answer from uploaded 
other images 

In above screen can see question and answer from 
uploaded other images 

 

Similarly you can upload and test other images 

V. CONCLUSION  

We introduce the task in conclusion, which is 
Visual Question Answering (VQA). We use the 
ROBERTA and BEIT models to develop a 
powerful VQA system capable of understanding 
and answering questions about visual content. The 
aim is to precisely provide a natural language 
response to an open-ended query regarding an 
image in natural language. A total of 1995 images 
were used for testing and 7979 images for training. 
We show the large range of questions and 
responses in our dataset, along with the broad range 
of AI capabilities in natural language processing, 
computer vision, and common sense reasoning 
needed to provide accurate answers to these 
queries. Our human volunteers were asked open-
ended questions that were not task-specific. 
Gathering task-specific questions would be helpful 
for certain application areas. For example, 
questions may be collected from visually impaired 
participants, or they may be domain-specific. It's 
interesting to observe that generic captions are 
rarely enough to address these queries. Practical 

VQA applications may be made possible through 
training on task-specific datasets. 
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