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ABSTRACT  

The healthcare industry is accepted, advanced technology increasingly in practice-with focus on patient 

safety and efficiency in operational management. However, the existing environmental monitoring system in 

a healthcare facility is often characterized by manual inspections and small sensor networks, which do not 

scale well within vast volume real-time data. Traditional methods are unable to provide continuous and real-

time visibility resulting in a delayed action to a hazardous condition. Most of these systems cannot integrate 

predictive analysis through machine learning techniques, limiting anticipation of risks. This also leaves them 

useless in merging IoT devices with the cloud infrastructure to accomplish real-time data processing and 

analysis. Thus, the compromise of patient safety and operational efficiency in healthcare environments 

exists. This paper introduces a cloud environmental monitoring system for healthcare that uses IoT sensors, 

Long Short-Term Memory (LSTM) networks, and Adam optimization in real-time monitoring of critical 

environmental parameters such as temperature, humidity, air quality, and CO2 levels. The system uses cloud 

infrastructure to collect, store, and process the data about such environments securely, which would later 

allow alerts being given to healthcare professionals concerning exposure to unsafe conditions. LSTM 

captures long-term characteristics in time-series data, and Adam optimization contributes to efficient model 

training leading to prediction accuracy. The methodology brings out a promising approach showing high 

performance concerning accuracy, precision, recall, and F1-score and will demonstrate that large volumes of 

sensor data can be handled. Real-time classification capabilities and high sensitivity demonstrated by an 

AUC of 0.99 in the ROC curve will view this system as an excellent tool for improving patient safety and 

facility management. Thereby ensuring environmental monitoring in healthcare settings is scalable and 

efficient, if not accurate. 

Keywords: Healthcare industry, Environmental monitoring, IoT sensors, Long Short-Term Memory 

(LSTM), Adam optimization, Cloud infrastructure, Real-time data processing, Patient safety. 
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1.INTRODUCTION 

By the enhance of patient care and safety, the healthcare industry, due to the advancement of technology, is ever-

increasingly integrating technologies into her practice [1]. The environmental parameters basically include 

temperature, humidity, air quality, and CO2 levels, and these have great relevance in providing safety and 

comfort for the healthcare environment [2]. Any real-time monitoring of these environmental parameters should 

be functional in healthcare settings to avert all situations that may jeopardize the welfare of the patient [3]. 

Conventional monitoring systems encounter problems in dealing with large volumes of real-time data and thus 

require cloud solutions for scalable and efficient data processing [4]. Utilizing cloud infrastructure would 

integrate IoT sensors with machine-learning methodologies for the continuous real-time monitoring and analysis 

of environmental data to detect hazardous conditions [5]. The inception of Long Short-Term Memory (LSTM) 

networks in time-series data analysis has changed the paradigm of sequential data processing and forecasting 

[6]. This is because LSTMs are successful in capturing long-term dependencies in environmental sensor data, 

which will be useful for a model that needs to forecast future circumstances or identify trends that may be 

detrimental to patient safety [7]. In healthcare facilities, this means that in addition to analysing historical 

environmental sensor data, LSTM models may provide valid forecasts regarding a change in unsafe 

conditions—whether a sudden temperature rise or decrease, or a drop in air quality scenario [8]. Such 

predictions allow healthcare professionals to prevent any worsening or onset of hazardous conditions capable of 

offending patient care [9]. 

In order to optimize the performance of the model, training of LSTM is fine-tuned with Adam optimization [10]. 

Adam is an acronym for Adaptive Moment Estimation and combines the advantages of the other two popularly 

used methods, Adagrad and RMSprop [11]. It adopts a learning rate that is adjusted dynamically by first and 

second moment of the gradients to make a model converge easily and even in large and noisy datasets, such as 

those produced by the environmental data collected in healthcare facilities [12]. This research intends to 

implement Adam optimizations in between training processes, efficient and scalable systems for real-time 

monitoring of environmental data in healthcare facilities, aimed at improving patients' safety and costs of 

operational efficiencies [13]. Environmental monitoring in the healthcare system is part and parcel of patient 

safety as well as comfort [14]. Fluctuating temperatures, lack of proper ventilation, or high levels of air 

contaminants cause considerable bearing on patients' recovery as well as overall health outcomes [15]. 

Conventional methods of monitoring using manual inspections or dependency upon a limited sensor network are 

rarely able to provide real-time insights sufficient to mitigate many of the dangers [16]. Towards connections in 

health, cloud opens a scalable and efficient solution to collecting, storing, and analysing huge amounts of sensor 

data [17]. The platforms guarantee continuous access to environmental data for health service providers and will 

enable prompt action if the conditions are deviating from the standard [18]. 

Machine learning models like Long Short-Term Memory (LSTM) networks are an important addition to the 

prediction and classification of environmental hazards over time [19]. By using LSTM models trained on 

historical environmental data, the system can indeed pick up patterns and trends so as to predict possible risks 

before they become critical [20]. It can, for instance, predict when air quality will fall below safe levels or when 

temperature may swing to levels inappropriate for patient safety [21]. In combination with the Adam 

optimization method, this ensures efficient convergence and heightened learning by the network with regards to 

complex data without overfitting [22]. This guarantees an overall highly accurate predictive system [23]. In 

short, such an approach protects patients while empowering healthcare facilities to optimize resource 

management and performance by proactively dealing with environmental issues [24]. This approach also 

facilitates early detection of subtle environmental changes that may not be immediately obvious through 

conventional monitoring [25]. Furthermore, integrating real-time alerts into the healthcare management system 

allows rapid response to any deviations detected by the model [26]. Such integration supports healthcare staff in 

making informed decisions to mitigate risks before they impact patient safety [27]. 

Advances in sensor technology have significantly improved the accuracy and reliability of environmental data 

collection within healthcare settings [28]. The IoT-enabled sensors deployed in various hospital areas ensure 

comprehensive coverage and continuous data flow [29]. Data collected is securely transmitted to cloud 

platforms, where it is stored and processed with minimal latency [30]. Cloud computing also supports the 

scalability needed to accommodate increasing sensor deployments across large healthcare facilities [31]. 

Machine learning models like LSTM can leverage this extensive dataset to improve their predictive accuracy 
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over time through continual learning [32]. The system’s adaptive capabilities help accommodate seasonal 

variations and other long-term environmental trends [33]. This dynamic monitoring system ultimately reduces 

the risk of healthcare-associated infections linked to poor environmental conditions [34]. Patients and healthcare 

workers alike benefit from a safer, healthier environment supported by proactive monitoring and timely 

interventions [35]. The cost savings from preventing adverse events and optimizing facility operations further 

justify the implementation of these advanced technologies [36]. Moreover, ongoing improvements in 

computational power and algorithm efficiency will continue to enhance model performance [37]. Future 

research may explore integrating additional environmental factors and patient data to create a more holistic risk 

assessment framework. 

2.LITERATURE REVIEW 

The contribution of digital finance and cloud-based instruments for promoting income equality in urban and 

rural economies alike has been extensively studied [38]. The study emphasizes how digital financial services 

supported by cloud infrastructure could serve to bridge the economic divide by providing availability of 

financial resources and thus enable financial inclusion [39]. An innovative cloud-based financial analysis 

mechanism, employing CatBoost, ELECTRA, t-SNE, and genetic algorithms, enhances prediction of financial 

results, decision-making, and secure data handling in cloud environments [40]. Investigations into the 

implications of cloud-based IoT platforms in strengthening financial access to unserved rural communities as a 

means to mitigate income disparity have shown promising results [41]. A secure cloud-based financial time 

series analysis system using auto-regressive and discriminant models makes forecasting more accurate and 

classification tasks more realistic [42]. The transformative role of smart networks and cloud technologies in 

defining the future of both e-commerce and finance is evident, with abilities such as real-time transaction 

optimization, improved customer experience, and induced growth and scalability [43]. Collectively, these 

studies reflect the remarkable potential of cloud-based technologies in shaping digital finance, enhancing 

economic inclusion, and developing secure and efficient financial service delivery in urban and rural economies 

[44]. 

Secure cloud-based financial analysis systems combating challenges in Monte Carlo simulations and Deep 

Belief Network models demonstrate bulk synchronous parallel processing, computational efficiency, and 

increased scalability [45]. Such secure cloud infrastructures provide safe data handling and fast computation of 

financial models for accurate forecasts [46]. Cloud-based predictive modelling frameworks for complex 

healthcare data employ stochastic gradient boosting, generalized additive models, and linear discriminant 

analysis approaches to improve prediction accuracy and interpretability for decision-making in healthcare [47]. 

Cloud computing enhances the collection and protection of sensitive healthcare information with appropriate 

security measures [48]. Secure parameters optimized for health information exchange are utilized in cloud 

computing environments [49]. Methods employing optimized Blowfish encryption and cryptographic hash 

functions have been proposed for securing interoperable health information exchanges [50]. Reinforced user 

authentication and data sharing through SHA-256 and RSA improve the security of mobile cloud computing 

[51]. Security remains the sine qua non of clinical data exchange, and cloud technologies provide a viable 

solution to ensuring that level of security [52]. 

Cloud-enabled time-series forecasting based on transformer models and attention mechanisms has been applied 

to predict hospital readmission, enhancing accuracy by efficient handling of large medical datasets [53]. Deep 

learning models have been employed for application and attack classification to optimize traffic management 

and cloud security in software-defined networks, thereby improving network performance and reducing impacts 

from cyber-attacks [54]. The collection and analysis of real-time health data facilitated by IoT and cloud 

integration optimize patient care [55]. 

3. PROBLEM STATEMENT 

Cloud environments are coming under additional security threats, which require intrusion detection with some 

degree of sophistication for real-time identification of the threat [56]. These threats are becoming increasingly 

complex, exploiting vulnerabilities in cloud infrastructures and demanding advanced detection mechanisms 

[57]. In sectors like telecom and banking, present Customer Relationship Management (CRM) systems are 

generally said to lack scalability and automation, limiting their ability to respond swiftly to security incidents 
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[58]. Consequently, there is a critical need to enhance CRM systems by integrating intelligent security solutions 

that can operate efficiently in cloud settings [59]. This research aspires to improve network security by means of 

Tab Transformer-based intrusion detection systems, which leverage deep learning to identify and mitigate 

threats accurately [60]. The adoption of AI-controlled frameworks in cloud CRM platforms can potentially 

magnify operational efficiency through automation, scalability, and real-time responsiveness [61]. Such 

solutions emphasize scaling, automating, and real-time threat containment, enabling proactive defence strategies 

that can adapt to evolving cyber threats [62]. Therefore, developing and deploying sophisticated AI-driven 

intrusion detection mechanisms is vital to safeguard cloud environments and ensure the integrity of CRM 

operations in sensitive sectors like telecom and banking [63]. 

3.1 Objective  

The aim of this research is to successfully secure cloud networks by integrating an intrusion detection system 

that is Tab Transformer-based, with real-time threat mitigation. AI-driven cloud-based frameworks will thereby 

enhance the sustainability and automation of CRM technologies within the telecom and banking sectors. The 

research aims at solving these problems in terms of security openings and operational problems, providing new 

practical scalable and automated security solutions for both networking and customer service. 

4. PROPOSED CLOUD INFRASTRUCTURE FOR ENVIRONMENTAL 

MONITORING IN HEALTHCARE: AN LSTM APPROACH WITH ADAM 

OPTIMIZATION 

This methodology is encompassing all those IoT sensors distributed across the healthcare facilities with 

continuous and real-time environmental parameters collection like temperature, humidity, air quality, and CO 

concentrations. The sensor data will be transmitted to a cloud infrastructure for storage and processing in real-

time. The data will undergo preprocessing such as normalization or imputation for missing values before feeding 

the resultant data into a Long Short-Term Memory (LSTM) model to capture temporal dependencies according 

to time series data obtained. The LSTM model will use Adam optimization technique for training, which adjusts 

the learning rate dynamically so that convergence is speedy and performance is high. This trained model will be 

used for real-time environmental safety levels' classification and prediction, such as "safe," "warning," or 

"critical" upon the basis of actual sensor readings as well as historical ones. The results will be continuously 

monitored and updated within the cloud. This way, healthcare professionals will take preventive measures 

regarding possible risky environmental conditions. Thus, the methodology promises a scalable, real-time, and 

much accurate monitoring of the changes in environmental conditions contributing purely toward patient safety 

while improving the management of health facilities. 
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Figure 1: Cloud Infrastructure for Environmental Monitoring in Healthcare: An LSTM Approach with Adam 

Optimization 

4.1 Data Collection 

Data collection actually involves putting the environmental data through the IoT sensors in the healthcare 

facility. The sensors measure temperature, humidity, air quality, and CO2 levels in real time. Collectively, these 

transmissions of the gathered data between them to the secure cloud infrastructure for storage and detailed 

analysis. This is an ongoing collection of data which is heavily reliant on the safety of the patient and 

environment to be kept constant within safety thresholds. 

4.2 Cloud Storage 

Cloud Storage in this system basically means that environmental data gained from IoT sensors would be stored 

within a cloud system that would be secure, scalable, and accessible online by health care professionals in real-

time from anywhere. This gives an added advantage by securing huge amounts of sensor data within a very 

efficient high-availability, redundancy-enabled storage system that also provides high end integration with 

advanced analytics tools and machine learning models for further processing and monitoring. 

4.3 Data Preprocessing 

Data Preprocessing is the entire step which prepares raw sensor readings for analyses, such that Null, Missing, 

and Invalid are taken care of. Missing values help deal with incomplete or missed sensor readings through either 

imputation or deletion, safeguarding the dataset's identity. Normalizes: Scales all data so that it is within a 

defined range ensuring that comparison among all parameters from the sensor such as temperature, humidity, 

etc., is done on a comparable scale for use in the model. 

4.3.1 Handle Missing Value  

Handling Missing Values refers to dealing with gaps and missing entries in the dataset to enable effective model 

processing. Some of the ways of handling missing data include imputation where statistical values like mean, 

median, or mode are used to replace missing parts; removal where the rows or columns violating the missing 
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data condition are omitted. Advanced cases require that one uses machine learning models or techniques such as 

k-Nearest Neighbors (k-NN) or Autoencoders to perform imputation where data is not missing at random. 

Equation for Handle Missing Value: 

A common equation for imputing missing values using the mean imputation method is: 

                                                                    𝑋imputed =
1

𝑛
∑  𝑛

𝑖=1 𝑋𝑖                                                                        (1) 

Where: 

𝑋imputed  is the value that replaces the missing entry. 

𝑛 is the number of non-missing values in the column. 

𝑋𝑖 represents each non-missing data point in that column. 

This approach replaces the missing value with the mean of the available values in the respective column. 

4.3.2 Normalization 

Normalization basically is scaling data into a standard range, often [0, 1], so that all features equally contribute 

to the performance of the model. This is especially required when features are on different units or scales, so 

that one feature cannot overpower the model with its absolute magnitude. Normalization that is mostly seen is 

Min-Max normalization where each feature is transformed into a fixed range, often [0, 1]. 

The equation for Min-Max Normalization is: 

                                                                        𝑋norm =
𝑋−𝑋min

𝑋max−𝑋min
                                                                      (2) 

Where: 

𝑋norm  is the normalized value. 

𝑋 is the original value of the feature. 

𝑋min and 𝑋max are the minimum and maximum values of the feature in the dataset, respectively. 

This equation scales the original data such that the minimum value becomes 0 and the maximum value becomes 

1, ensuring uniformity across all features. 

4.4 Environmental Monitoring in Healthcare Using Long Short-Term Memory  

LSTM is a kind of RNN (long short-term memory). It is specifically designed to overcome the problem of 

traditional RNNs with vanishing gradients due to the ability of this network in capturing long-term dependencies 

of sequential data. Memory Cells in LSTM networks allow them to store information for long periods of time in 

a segment of the memory, thereby making them suitable for any time-series application, such as environmental 

monitoring, natural language processing, and speech recognition.  

The core equation in an LSTM is the cell state update, which involves several components, but one of the 

fundamental equations for the cell state is: 

                                                                 𝐶𝑡 = 𝑓𝑡 ⋅ 𝐶𝑡−1 + 𝑖𝑡 ⋅ 𝐶̃𝑡                                                                          (3) 

Where: 

𝐶𝑡 is the current cell state at time step 𝑡. 

𝐶𝑡−1 is the previous cell state at time step 𝑡 − 1. 
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𝑓𝑡 is the forget gate, which controls how much of the previous cell state is retained. 

𝑖𝑡 is the input gate, which decides how much new information to store. 

𝐶̃𝑡 is the candidate cell state, representing new information to be added. 

This equation governs how the LSTM updates its memory over time, enabling it to learn and retain long-term 

dependencies in sequential data. 

4.5 Adaptive Moment Estimation Optimization 

Adam is an optimization algorithm designed to improve the effectiveness and efficiency with which deep 

learning models learn. It includes the advantages of AdaGrad and RMSProp to adapt learning rates of 

parameters according to the first moment (mean of the gradients) and second moment (variance of the 

gradients). Therefore, Adam is able to handle sparse gradient and noisy data very effectively; hence, it proves to 

be a powerful optimizer for large datasets and complex models like LSTMs. 

Using the running averages of the gradients and their squares, Adam computes the adaptive learning rates, 

which means it tends to remove the bias that is introduced in training during early stages. The algorithm is also 

very effective with high-dimensional data and noisy problems because it conducts parameter updates with no 

need to adjust the learning rate manually. 

The update rule for the parameters 𝜃 using Adam is as follows: 

                                                                𝜃𝑡 = 𝜃𝑡−1 −
𝛼

√𝑣𝑡+𝜖
⋅ 𝑚𝑡                                                                          (4) 

Where: 

𝜃𝑡 is the updated parameter at time step 𝑡. 

𝑚𝑡 is the first moment (the exponentially decaying average of past gradients). 

𝑣𝑡 is the second moment (the exponentially decaying average of past squared gradients). 

𝛼 is the learning rate. 

𝜖 is a small constant added to prevent division by zero (usually 10−7 ). 

𝜃𝑡−1 is the previous value of the parameter. 

Additionally, 𝑚𝑡 and 𝑣𝑡 are computed as: 

                                                              
𝑚𝑡 = 𝛽1 ⋅ 𝑚𝑡−1 + (1 − 𝛽1) ⋅ 𝑔𝑡

𝑣𝑡  = 𝛽2 ⋅ 𝑣𝑡−1 + (1 − 𝛽2) ⋅ 𝑔𝑡
2                                                                (5) 

Where: 

𝑔𝑡 is the gradient of the loss function with respect to the parameter at time step 𝑡. 

𝛽1 and 𝛽2 are the exponential decay rates for the moment estimates (usually set to 𝛽1 = 0.9 and 𝛽2 =
0.999 ). 

This method enables more efficient training by automatically adjusting the learning rate for each parameter, 

allowing Adam to converge faster and more reliably. 

 

5. RESULTS AND DISCUSSION 

This research work shows that it is viable and feasible to create a cloud-based environmental monitoring system 

for healthcare facilities with LSTM and Adam optimization in accurately classifying environmental conditions 

in real-time and alerting to possible safety hazards to patients. 
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Performance Metrics 

 

Figure 2: Performance Metrics  

In Figure 2, The graph shows those performance metrics which include accuracy, precision, recall, and f1-score 

of your environmental monitoring system. All metrics stand above 0.8 regarding values and, hence, the model 

works well in predicting and classifying environmental conditions. The balanced performance across these 

discipline criteria implies that the model will also be used for productizing reliable safety from patients in 

healthcare facilities. 

Scalability 

 

Figure 3: Scalability 

Figure 3 Shows the graph shows that scalability of cloud-based environmental monitoring systems as one sensor 

goes increases. It looks linear in nature between the two ends - number of sensors against time required for data 

processing. Of course, it takes less time to process data when the number of sensors is 10-10 times with respect 

to the voltage increase for processing the data itself, which emphasizes developing an efficient cloud 

infrastructure to optimize a larger sensor network. 

 

ROC Curve  
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Figure 4: ROC Curve 

In Figure 4, The above curve in the graph represents the performance of your trained model in discriminating 

safe from unsafe environmental conditions. Near-perfect classification ability can be evinced from an AUC of 

0.99 through its curve, which means that the model can accurately classify unsafe conditions with very few false 

positives. The sudden sharp rise indicates that the model is highly sensitive to identify positive class (unsafe). 

6. CONCLUSION 

In Conclusion, with continuous well-formed environmental conditions classified by the proposed cloud-based 

environmental monitoring system using LSTM with Adam optimization, patients can be kept safe while using 

such a system in healthcare facilities as it forecasts conditions and provides real-time alerts regarding unsafe 

conditions. The system has a significantly robust performance with high accuracy, precision, recall, and f1-score 

while providing real-time predictions for unsafe conditions. Scalability and data processing efficiency through 

cloud infrastructure also ensure that the model will provide reliable large-scale monitoring in real-time for the 

healthcare environment. 
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